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Abstract  

The X-Means algorithm is an algorithm used for grouping data. The x means algorithm is the 

development of k-means. X-means clustering is used to solve one of the main weaknesses of K-

means clustering, namely the need for prior knowledge about the number of clusters (K). In this 

method, the true value of K is estimated in an unsupervised way and only based on the data set 

itself. The research results using the X-Means algorithm with Davies-Bouldin Index evaluation 

Determination of the number of Centroid clusters is done by modifying the X-Means method. In 

grouping this data, clustering is performed on each student data of the collected variables. Each 

student's gift and interest will be matched with the college and department of what each student is 

interested in. 
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INTRODUCTION 

Grouping can use clustering to group data 

based on the similarity between data, so 

that the data with the closest resemblance 

are in one cluster while the data is 

different in other groups[1]. The process 

of grouping data into clusters or 

groupings so that data in one cluster has a 

maximum level of similarity and between 

clusters has a minimum similarity is 

called Clustering[2]. Clustering is divided 

into 2 approaches in its development 

namely sclustering partitioning and 

hierarchical approaches[3]. The purpose 

of clustering is that the objects (data) in a 

group are the same (related) to each other 

and different (unrelated) objects in 

another group[4]. The greater the 

similarity (homogeneity) in a group and 

the greater the differences between 

groups, the better or clearer the grouping. 

One algorithm that can be used in 

grouping is X-Means[5]. The X-Means 

algorithm is a development of K-Means. 

The weakness of X-Means is in 

determining the distance matrix, the 

distance matrix is an important factor that 

depends on the data set of the X-Means 

algorithm. The resulting distance matrix 

value will affect the performance of the 

algorithm[6]. 

 

METHOD 

In doing this Framework are steps that 

will be taken in order to solve the problem 

that will be discussedIn doing this 

Framework are steps that will be taken in 
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order to solve the problem that will be 

discussed. In this study studied literature 

relating to the problem. Then the 

literature studied is selected to determine 

which literature will be used in research. 

Literature sources obtained from libraries, 

journals, articles and other concepts that 

support in completing the system to be 

built including references. In conducting 

this research, data and information 

collection at this stage was carried out to 

find out about the system under study. 

From the data and information collected, 

data will be obtained to support research 

and data collection is done to determine 

the needs of users. In conducting this 

research, data and information collection 

at this stage was carried out to find out 

about the system under study. From the 

data and information collected, data will 

be obtained to support research and data 

collection is done to determine the needs 

of users. Conduct interviews with parties 

related to the flow of the problem. This 

interview was conducted to obtain writing 

material and an explanation of the 

observations made. System design 

activities carried out as a prelude to the 

design of the system to be built as needed. 

And at this stage the interface design of 

the system will be made. The system 

implementation is carried out according to 

the design and design of the application 

interface to be built. At this stage, coding 

or making programs so that the system 

designed can be used by the user. System 

testing is carried out to determine the 

feasibility test of the system that has been 

built as expected and by doing the test can 

find out the weaknesses and strengths of 

the system designed so that it can be 

repaired at a later stage. 

 

RESULT 

In this study the authors conducted an 

evaluation of the problem to help students 

make decisions that determine students' 

interests and talents. The data used were 

sourced from primary data obtained 

through the implementation of interest 

and aptitude tests with "X" Vocational 

School student participants. From the 

primary data obtained, the data used is 

separated from a set of operational data. 

 

Application of the X-Means Method  

Initialization of cluster center 1 and 

cluster center 2, initial cluster with range 

of data between lowest value and highest 

value. The values for each cluster center 

are shown as follows. 

Table.1 Cluster Center Point 
Pusat 

Cluster 
Nama Item X1 X2 X3 X4 

1 TKJ                4.9 3 1.4 0.2 

2 RPL             5.8 2.7 5.1 1.9 

 

Inf: 

X1 = Visual Reasoning 

X2 = Numerical Reasoning 

X3 = Verbal Analysis 

X4 = Spatial Reasoning 

 

At this stage the cluster point distance 

update process is carried out.  

  

yj = i data 

Number of clusters = 2 

xi = jth cluster center point 

1st calculation 

1st data calculation (yj) with cluster 

center 1 (xi) 
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1st data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
2nd data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
2nd data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
2nd data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
3rd data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
4th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
4th data calculation (yj) with cluster 2 (xi) 

center point 

 

 

 
5th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
5th data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
6th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
6th data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
7th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
7th data calculation (yj) with cluster 

center 2 (xi) 

 

 

 
8th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
8th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
9th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
9th data calculation (yj) with cluster 

center 2 (xi) 
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10th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
10th data calculation (yj) with cluster 

center 1 (xi) 

 

 

 
 

Calculation of the update of the center 

point of the cluster with the attribute data 

has been calculated and the results 

obtained. The values from each 

calculation of the cluster 1 center point 

and the cluster 2 center point can be 

shown as follows: 

Table 2 Cluster Point Distance Updates 
Data Ke- Jarak Data 

Dengan Titik 

Pusat Cluster 1 

Jarak Data 

Dengan Titik 

Pusat Cluster 2 

1 0.29 17.71 

2 0 17.48 

3 0.09 18.79 

4 16.78 2.1 

5 13.59 1.13 

6 17.95 1.57 

7 28.5 1.78 

8 17.48 0 

9 28.7 2.46 

10 22.17 0.55 

 

From the results of the calculation of the 

cluster point distance update, it is 

obtained that the 3rd and 10th Data 

become the new cluster center points to 

be used in the next iteration. The results 

of the calculation of the new cluster 

center points are shown as follows:  

Table 3 Cluster Center Points 

Pusat Cluster Nama Item X1 X2 X3 X4 

1 IrisSetosa 4.9 3 1.4 0.2 

2 IrisVirginica 6.3 2.9 5.6 1.8 

 

Furthermore, after obtaining the cluster 

center point by the X-Means method. 

Then the next calculation is done with the 

euclidean distance formula. a. Calculate 

the distance to all data points with the 

euclidean distance formula. The 

calculation is as follows. 

Euclidean Distance:  √((x2-x1)² + (y2-

y1)² 

First iteration 

Cluster 1 

 

 

 

 

 

 

 

 
 

Cluster 2 

 

 

 

 

 

 

 

 
 

 

Table 4.  Clusters for Each Data Group 

No 
Nama 

Item 
Bakat 

Kelompok 

Cluster 

1 TKJ Ekonomi Cluster 1 

2 TKJ IT Komputer Cluster 1 

3 TKJ IT Komputer Cluster 1 

4 RPL Psikologi Cluster 2 

5 RPL Tarian Cluster 2 

6 
RPL Akuntansi dan 

Keuangan 
Cluster 2 

7 RPL Tarian Cluster 2 
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8 RPL Ekonomi Cluster 2 

9 RPL Tarian Cluster 2 

10 RPL Ekonomi Cluster 2 

 

After the cluster process, from table 3 you 

can see the clustering of each data 

according to the cluster center point. The 

following are the results of the 1st 

iteration calculation, where Data 2 and 8 

become the center of the cluster. For the 

next iteration it is calculated with the 

same stage until the convergence of each 

data found in the classification. The 

following graphs of centroid (K) variation 

test results are shown as follows. 

 

Picture 1.  Testing Graph Output 

 

CONCLUTION 

Based on testing and evaluation of the 

method of determining the cluster center 

point with X-Means and Euclidean 

Distance and Manhattan Distance 

matrices, as for the results of the study 

can be drawn several conclusions, Based 

on testing and evaluation of the method of 

determining the cluster center point with 

X-Means and Euclidean Distance and 

Manhattan Distance matrices, as for the 

results of the study can be drawn several 

conclusions. Based on the results of the 

X-Means iteration with Euclidean 

Distance and Manhattan Distance matrix 

test parameters have a number of 

iterations that vary from the number of 

variations of K with a value of 

2,3,4,5,6,7,8,9,10. The author draws the 

conclusion that the number of centroids 3 

and 4 has a better iteration of values using 

Manhattan Distance compared to the 

number of centroids that get higher and 

lower based on the iris dataset. Based on 

the Accuracy assessment on the iris data 

set, it was found that the Distance 

Distance Manhattan matrix is better than 

the Euclidean Distance distance matrix, 

namely at the values of k = 6, k = 7, and k 

= 8. The best Accuracy value of 

Braycurtis Distances is 96%. The best 

Euclidean Distribution Accuracy value is 

95.33% and the best Canberra Accuracy 

Value is 94.7%. The results of the authors 

conducted testing with variations in the 

number of centroids (K) with a value of 

2,3,4,5,6,7,8,9,10. The author draws the 

conclusion that the number of centroids 3 

and 4 has a better iteration of values 

compared to the number of centroids that 

are getting higher and lower based on the 

iris dataset with the distance matrix 

Manhattan Distance. 
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