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Abstract 
In research conducted on the Neural Network classification model that has been tested has an accuracy 

of 82.04% with a classification error rate of 17.96%. Meanwhile, the Decision Tree classification model 

has an accuracy rate of 99.38 %% with a classification error rate of 0.62%. Based on the test results 

from the two classification models, it can be concluded that the success of the Decision Tree can be used 

as a reference to improve the performance of the classification model's accuracy compared to the Neural 

Network Backpropagation model. 
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INTRODUCTION 

Information Technology is crucial in every 

life management, from its use in education 

to industry for management decision 

making. With the information technology 

that has been developed this has a positive 

impact on human life. Information 

technology is very valuable, because it 

provides benefits both directly and 

indirectly. Making people more productive 

in making changes and enhancing 

knowledge. 

Data classification is data categorization 

into different categories according to the 

rules. In this grouping to change the 

structure of the object instance. The 

classification algorithm is made from 

training sets and models and models used to 

classify new objects. Decision trees 

improve composition by analyzing 

performance and the results of their analysis 

[1]. Classification of data objects based on 

objects that have been determined in a data. 

There are many classification algorithms, 

but decision trees are most often used[2]. 

Decision Tree Algorithm is one of the most 

important collection sizes in data mining. 

Classification is one type of grouping 

diagram diagram like a tree structure, where 

each internal node determines the test on 

each attribute, each branch represents the 

results of the test, and each leaf binding 

represents the class. 

The model for classifying records to find 

leaf paths to measure leaf attributes and 

attributes is the result of the classification 

used by Decision Tree[3]. 

Research conducted on trials that used data 

derived from results in the psychomotor 

aspects of children. By comparing the 

results of counting manually with the 

program obtained 85%[4]. 

Backpropagation is one of the methods in 

the artificial neural network that is popular 

and has the advantage in its ability to learn, 

adapt to an object, and compatibility with 

errors [5]. But backpropagation has 

weaknesses in the learning process that 

requires a long time so this method requires 

a long time in reaching convergent levels 

[6]. The degree of convergence is the value 

of the mean squared error (the difference 
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between the actual output and the target 

output [7]. Factors affecting learning in 

backpropagation are input, bias, the pace of 

learning or the level of learning and 

momentum. One way that is widely used to 

improve convergence in the 

backpropagation method is to provide a 

good input value on the backpropagation 

method. Meanwhile, according to 

Backpropagation is one of the artificial 

neural networks that has a process of 

forward learning and backward error[8]. In 

testing conducted on backpropagation 

neural networks requires a combination of 

data that reaches 60% of the total data. 

From the background of the problems that 

have been resolved before, the writer takes 

the formulation of the problem that is 

needed in the performance evaluation 

process of the algorithm applied can learn 

which algorithm is more effective and 

accurate in carrying out the classification 

process. 

 

METHOD 

Research conducted in trials used data 

derived from the results of assessments in 

the psychomotor aspects of children. By 

comparing the results of manual 

calculations with the program, the success 

rate is 85%[9]. Backpropagation is one of 

the methods in the artificial neural network 

which is popular and has advantages in its 

ability to learn, adapt to an object, and 

tolerate mistakes [10]. But backpropagation 

has weaknesses in the learning process that 

requires a long time so this method requires 

a long time in reaching convergent 

levels[11]. The degree of convergence is 

the mean square error value (the difference 

between actual output and target output) 

approaches zero when the algorithm studies 

each pattern (Hagan et al, 2002). One way 

that is widely used to improve convergence 

in the backpropagation method is to provide 

a good input value on the backpropagation 

method. Meanwhile according to[12]. 

Whereas the Decision Tree is a flow 

chart that is shaped like a tree structure with 

each internal node testing the attributes, the 

branches do the output of the test and the 

leaf nodes do class grouping or class 

distribution. The most important node is 

called the root node or root. A root node 

has several exit edges but no entry edge. 

Internal nodes will have one entry edge and 

several exit edges, while the leaf node will 

only have one edge without having an exit 

edge. Decision tree is used to classify a data 

that still does not know its class to existing 

classes. The data testing path is the first 

step that the root node goes through and 

finally the leaf node will predict the class 

for the data that has been deduced. 

 

RESULT 

Dataset Pekanbaru City Air Quality has 5 

attributes, 6 classes and 1,096instances, 

Class distribution in the form of good 

(746instances), dangerous (33instances), 

very unhealthy (8instances), moderate 

(237instances), no data (11instances), 

unhealthy (61instances) ). The data is 

shared as much as 70% of the data will be 

used as training data and as much as 30% of 

the data will be used as random test data. 

 

Table1. Dataset Attribute Information 
No. Atribut Nilai 

1 PM10 [3-870] 

2 SO2 [1-57] 

3 CO [1-150] 

4 O3 [2-211] 

5 NO2 [1-105] 

9 Kategori 

{baik, berbahaya, sangat 

tidak sehat, sedang, tidak ada 

data, tidak sehat} 
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The details of the Pekanbaru City Air 

Quality dataset can be seen in table 2 

 

Table 2 Data Details 

No PM10 SO2 CO O3 NO2 Kategori 

1 47 51 8 67 2 Sedang 

2 48 51 9 37 2 Sedang 

3 37 51 9 26 2 Sedang 

4 24 50 2 51 1 Sedang 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

1096 37 11 7 23 7 Baik 

 

  

Based on the above table, then proceed with   

calculating the Accuracy value and the 

classification error rate 

(Classification_error) of the Decision Tree 

model. Here are the results of the 

calculation: 

a. Accuracy 

 = 
               

                           
 =  

 
   

   
                         

 

Table 3. Hidden Layer Value 

 

 

 

b. Classification_error=  

 
           

                            = 
 

   
 =  

 
0.00617*100% = 0.62% 

 

Then testing the Neural Network method. 

The results of the Hidden Layer 1 weight 

propagation on each attribute of Pekanbaru 

City Air Quality Data use the 

Backpropagation classification model: 

 

Table 4 Results of Propagation of Hidden 

Layer Weights 

 

 

 

 

 

 

Atrib

ut 

Nod

e 1 

Nod

e 2 

Nod

e 3 

Nod

e 4 

Nod

e 5 

Nod

e 6 

Nod

e 7 

PM10 -

1.95 

-

4.88 

-

0.11 

-

5.96 

-

1.67 

-

2.45 

-

5.20 

SO2 -

0.22 

-

0.19 

-

0.46 

-

0.11 

-

0.17 

-

0.31 

-

0.16 

CO -

0.48 

-

0.91 

-

0.62 

-

1.10 

-

0.57 

-

0.52 

-

0.99 

O3 -

0.53 

-

0.98 

-

0.86 

-

1.16 

-

0.55 

-

0.60 

-

1.00 

NO2 -

0.25 

0.09 -

0.50 

0.23 -

0.45 

-

0.18 

0.11 

Bias -

2.56 

-

5.86 

1.04 -

6.99 

-

1.89 

-

3.23 

-

6.22 

Kinerj

a 

Klasif

ikasi 

Predicted Class 

Actua

l 

Class 

Predi

cted 

Seda

ng 

Predi

cted 

Baik 

Predi

cted 

Tida

k 

Sehat 

Predi

cted 

Sang

at 

tidak 

Sehat 

Predic

ted 

Berba

haya 

Predi

cted 

Tida

k 

Ada 

Data 

Sedan

g 
67 1 0 0 0 0 

Baik 1 227 0 0 0 0 

Tidak 

Sehat 
0 0 19 0 0 0 

Sanga

t 

Tidak 

Sehat 

0 0 0 1 0 0 

Berba

haya 
0 0 0 0 8 0 

Tidak 

Ada 

Data 

0 0 0 0 0 0 
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Table 5. Propagation Results Layer Output 

Weight 

Node 

Bobot Output Layer (Class) 

Sedang Baik 
Tidak 

Sehat 

Sangat  

Tidak 

Sehat 

Berbahaya 
Tidak Ada 

Data 

Node 1 -4.649 4.031 -2.664 -0.819 -1.604 -0.798 

Node 2 4.238 0.050 0.576 -1.026 -2.856 -1.174 

Node 3 -1.044 2.510 -1.985 -0.908 -1.776 -0.973 

Node 4 -3.007 3.390 -2.501 -0.883 -1.621 -0.896 

Node 5 3.976 -0.122 0.905 -0.937 -2.918 -1.128 

Node 6 -0.132 1.831 -1.498 -0.903 -1.838 -1.004 

Node 7 -1.758 2.944 -2.271 -0.934 -1.731 -0.959 

Threshold -3.910 -6.199 -0.151 -1.595 1.005 -2.566 

 

So we can get the results of the 

conventional classification of Neural 

Network Backpropagation (Pekanbaru Air 

Quality) accuracy: 

 

Table 6 Confusion Matrix classification 

Neural Network Backpropagation  
Kinerj

a 

Klasif

ikasi 

Predicted Class 

Actua

l 

Class 

Predi

cted 

Seda

ng 

Predi

cted 

Baik 

Predi

cted 

Tidak 

Sehat 

Predi

cted 

Sang

at 

tidak 

Sehat 

Predic

ted 

Berba

haya 

Predicted

Tidak 

Ada 

Data 

Sedan

g 
57 4 10 0 

0 
0 

Baik 41 181 0 0 0 0 

Tidak 

Sehat 
0 0 18 0 

0 
0 

Sanga

t 

Tidak 

Sehat 

0 0 1 0 

1 

0 

Berba

haya 
0 0 0 1 9 0 

Tidak 

Ada 

Data 

0 0 0 0 

0 

0 

 

Based on the above table, then proceed with 

calculating the Accuracy value and the 

classification error rate 

(Classification_error) of the conventional 

Neural Network Backpropagation 

classification model (Pekanbaru Air 

Quality). The following results are 

calculated: 

a. Accuracy  
               

                             
 = 

   

   
                        

b. Classification_error= 
             

                             
 = 

  

   
 = 

0.1795*100% = 17.96% 

 

CONCLUSION 

In research conducted on the Neural 

Network classification model that has been 

tested has an accuracy of 82.04% with a 

classification error rate of 17.96%. 

Meanwhile, the Decision Tree classification 

model has an accuracy rate of 99.38 %% 

with a classification error rate of 0.62%. 

Based on the test results from the two 

classification models, it can be concluded 

that the success of the Decision Tree can be 

used as a reference to improve the 

performance of the classification model's 

accuracy compared to the Neural Network 

Backpropagation model.. 
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